## 7.4 - Probability: Sample spaces, assignment of probabilities

If we rolled a 6 -sided die 10 times, here is one possible result:

...and here is another:


If you had no previous experience with dice and someone asked you, "what is the probability of rolling a 2?" You would give difference answers depending upon the result of your 'experiment'. A probability determined in this way is called an Experimental Probability.

But if we rolled the die 1000 times (and it was a fair die) we would expect each side to come up equally often, and we could compute the Theoretical Probability. We might express this by showing all possible outcomes and the probability for each (called a probability model):

| X | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| P | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{6}$ |

Anything can happen if you measure an outcome - experimental probability
If you consider a large number of cases, the measured probability will approach the theoretical probability (law of large numbers)

Rolling a die one time produces a probability model with equally likely outcomes. But not all probability models have equally likely outcomes. If we rolled two dice and found the sum, there are more ways to get a sum of 7 than a sum of 2 or 12:

| X | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| P | $\frac{1}{36}$ | $\frac{1}{18}$ | $\frac{1}{12}$ | $\frac{1}{9}$ | $\frac{5}{36}$ | $\frac{1}{6}$ | $\frac{5}{36}$ | $\frac{1}{9}$ | $\frac{1}{12}$ | $\frac{1}{18}$ | $\frac{1}{36}$ |
|  | .028 | .056 | .083 | .111 | .139 | .167 | .139 | .111 | .083 | .056 | .028 |

## Probability terms:

Outcome: One possible result that can occur in an experiment.

## Examples of outcomes:

A single roll of a die: 5
Tossing a coin twice: $\quad T H$
An experiment surveying choice of ice cream (vanilla, $\quad C$ (chocolate) chocolate, or strawberry):

Sample space: Set of all outcomes that can occur as the result of an experiment.

## Examples of sample spaces:

$$
\begin{array}{cl}
\text { A single roll of a die: } & S=\{1,2,3,4,5,6\} \\
\text { Tossing a coin twice: } & S=\{H H, H T, T H, T T\}
\end{array}
$$

An experiment surveying choice of ice cream (vanilla, $\quad S=\{V, C, S\}$ chocolate, or strawberry):

Event: Any subset of the sample space.

## Examples of events:

$$
\begin{array}{cl}
\text { Rolling an even number: } & E=\{2,4,6\} \\
\text { Obtaining at least one tail: } & E=\{H T, T H, T T\}
\end{array}
$$

Simple Event: An event that consists of only one outcome.

$$
\text { Choosing vanilla: } \quad e=\{V\}
$$

Probability of an Outcome: A numerical value between 0 and 1 representing the likelihood of the outcome occurring. Denoted $P(e)$.
a) $P(e) \geq 0$ for each outcome $e$ in $S$.
b) The sum of all the probabilities of the outcomes in $S=1$.

Probability of an Event: A numerical value between 0 and 1 representing the likelihood of the event occurring. Denoted $P(E)$.
a) $P(\varnothing)=0$
b) What is the probability of $E$ if it is a simple event? $P(E)=P(e)$
c) What is the probability of the union of $r$ simple events?

$$
P(E)=P\left(e_{1}\right)+P\left(e_{2}\right)+P\left(e_{3}\right)+\ldots+P\left(e_{r}\right)
$$

## Constructing a probability (stochastic) model:

Roll a fair 6 -sided die once. What is the probability of rolling an even number?

List the sample space: $\quad S=$
Assign probabilities:
List the outcomes in the event: $E=$

Compute the probability of the event:

## Constructing a probability (stochastic) model:

A fair coin is tossed. If it comes up heads, then a fair die is rolled. If it comes up tails, then the coin is tossed once more.
What is the probability of tossing heads, then rolling an odd number?


$$
\begin{aligned}
& E=\{H 1, H 3, H 5\} \\
& P(E)=\frac{1}{12}+\frac{1}{12}+\frac{1}{12} \\
& P(E)=\frac{1}{4}
\end{aligned}
$$

('and'=multiply, 'or'=add)
\#14 Use the pictured spinners to list the outcomes of a sample space associated with the experiment.

Spinner 3 is spun once and then spinner 2 is spun twice.


Find the number of outcomes of a sample space associated with the random experiment.
\#18 Tossing a coin 5 times \#19 Tossing 3 dice.
\#34 The random experiment consinsts of tossing 2 fair dice. Construct a probability model for this experiment and find the probability of each given event.

$$
B=\{(1,5),(2,4),(3,3),(4,2),(5,1)\} .
$$

\#39 The random experiment consists of tossing a fair die and then a fair coin. Construct a probability model for this experiment. Then find the probability of the given event.

The coin comes up heads.

Find the number of outcomes of a sample space associated with the random experiment.
\#20 Tossing 2 dice and then a coin.
\#22 Selecting 3 cards from a regular deck of 52 cards
(assume order is not important).
\#59 Suppose a mouse runs a T-maze 3 times. List the set of all possible outcomes and assign valid probabilities to each outcome under the assumption that the first two times the maze is run the mouse chooses equally between left and right, but on the third run, the mouse is twice as likely choose cheese. Find the probability of each of the events listed.
a) Run to the right 2 consecutive times
b) Never run to the right.
c) Run to the left on the first trial.
d) Run to the right of the second trial.


## 7.5 - Properties of the Probability of an Event

Roll a fair 6-sided die once. $S=\left\{\begin{array}{lll}1,2,3,5,6\end{array}\right\}$

What are the probabilities of the following events?

| Result is odd |  |
| :--- | :--- |
| $E=\{1,3,5\}$ | $\frac{\text { Result is even }}{E=\{2,4,6\}} \quad \frac{\text { Result is divisible by } 3}{E=\{3,6\}}$ |

Result is even or odd

$$
E=\{1,2,3,4,5,6\}
$$

Mutually Exclusive
Result is even or odd

$P(E \cup D)=P(E)+P(D)$

Result is even or divisible by 3

$$
E=\{2,3,4,6\}
$$

## Not Mutually Exclusive

## Result is even or divisible by 3


$P(E \cup D)=P(E)+P(D)-P(E \cap D)$

## Properties of the Probability of an Event

Additive Rule: $P(E \cup D)=P(E)+P(D)-P(E \cap D)$
Mutually Exclusive: Two or more events of a sample space are mutually exclusive if and only if they have no outcomes in common.
For mutually exclusive events: $\quad P(E \cup D)=P(E)+P(D)-P(\sim D)$ $P(E \cup D)=P(E)+P(D)$

For every event $E$ in $\mathbf{S}: \quad 0 \leq P(E) \leq 1$
Null event, sum of all events: $\quad P(\varnothing)=0, \quad P(S)=1$
Complement: $P(\bar{E})=1-P(E)$

Equally likely outcomes: When the same probability is assigned to each outcome of a sample space. (Frequently true, but not always).

Probability of event E in sample space with equally likely outcomes:

$$
P(E)=\frac{\text { number of possible ways event } E \text { can occur }}{\text { total number of outcomes in } S}=\frac{c(E)}{c(S)}
$$

Example: Find the probability of the indicated event if $\mathrm{P}(\mathrm{A})=0.25$, and $\mathrm{P}(\mathrm{B})=0.40$
\#3 $\mathrm{P}(\mathrm{A} \cup \mathrm{B})$ if $\mathrm{A}, \mathrm{B}$, are mutually exclusive.
\#5 $\mathrm{P}(\mathrm{A} \cup \mathrm{B})$ if $\mathrm{P}(\mathrm{A} \cap \mathrm{B})=0.15$

Odds: A different way to represent likelihood of an event.
Odds for an event E : odds for $E=\frac{P(E)}{P(\bar{E})}$
ex: If the probability of rain is 0.3 , what are the odds for rain?

Odds against an event E : odds against $E=\frac{P(\bar{E})}{P(E)}$
ex: If the probability of rain is 0.3 , what are the odds against rain?

## Converting odds to probability:

If the odds for $E$ are $\boldsymbol{a}$ to $\boldsymbol{b}$, then $P(E)=\frac{\mathrm{a}}{\mathrm{a}+\mathrm{b}}$
If the odds against $E$ are $\boldsymbol{a}$ to $\boldsymbol{b}$, then $P(E)=\frac{\mathrm{b}}{\mathrm{a}+\mathrm{b}}$
ex: What is the probability of rain if the odds are 3 to 7 for rain?
\#13 A card is drawn at random from a regular deck of 52 cards. Calculate the probability that a card with a number less than 6 is drawn. (count the ace as 1 )
\#29 The Chicago Bears football team has a probability of winning of 0.65 and of tying of 0.05 . What is their probability of losing?
\#39 From a sales force of 150 people, 1 person will be chosen to attend a special sales meeting. If 52 are single, 72 are college graduates, and of the 52 who are single 0.75 are college graduates, what is the probability that a salesman selected at random will be neither single nor a college graduate?
\#33 Let A and B be events of a sample space S and let $\mathrm{P}(\mathrm{A})=0.5, \mathrm{P}(\mathrm{B})=0.4$, and $P(A \cap B)=0.2$ Find the probabilities of each of the following events:
a) A or B
b) A but not B
c) B but not A
d) Neither A nor B
\#41 Determine the probability of E for the given odds. 3 to 1 for E .
\#47 Determine the odds for and against each event for the given probability. $P(E)=0.6$
\#51 If two fair dice are thrown, what are the odds of obtaining:
a 7 ?
an 11 ?
a 7 or 11 ?

## 7.5 day 2 - Probability: Using counting techniques

Probabilities are often formed by counting number of outcomes in an event and dividing by number of outcomes in the sample space (especially for equally likely outcome situations).

We can sometimes use unit 5 counting techniques to determine the number of outcomes.
2. What is the probability that a seven-digit phone number contains the number 7 ?
4. Four letters, with repetition allowed, are selected from the alphabet. What is the probability that none of them is a vowel ( $\mathrm{a}, \mathrm{e}, \mathrm{i}, \mathrm{o}, \mathrm{u}$ )?
6. A fair coin is tossed 6 times.
a. Find the probability that exactly 1 tail appears.
b. Find the probability that no more than 1 tail appears.
12. What is the probability that, in a group of 6 people, at least 2 were born in the same month (disregard day and year)?
24. 5 cards are dealt at random from a regular deck of 52 playing cards. Find the probability that:
a. All are hearts.
b. Exactly 4 are spades.
c. Exactly 2 are clubs.
20. If the seven letters in the word DEFAULT are rearranged, what is the probability the word will end in E and begin with T ?
17. If the five letters in the word VOWEL are rearranged, what is the probability the L will precede the E ?
25. In a game of bridge find the probability that a hand of 13 cards consists of 5 spades, 4 hearts, 3 diamonds, and 1 club.
11. What is the probability that, in a group of 3 people, at least 2 were born in the same month?
26.Find the probability of obtaining each of the following poker hands:
a. Royal flush (10, J, Q, K, A all of the same suit)
b. Straight flush ( 5 cards in sequence in a single suit, but not a royal flush)
c. Four of a kind (4 cards of the same face value)
d. Full house (one pair and one triple of the same face values)
e. Flush (5 nonconsecutive cards each of the same suit)
f. Straight ( 5 consecutive cards, not all the same suit)

## 8.1 day 1 - Conditional probability

A jar contains 4 red balls, 3 yellow balls, and 1 blue ball.
If a ball is removed, and then a $2 n d$ ball is removed without replacing the 1st ball, what is the probability of removing a yellow ball, then a red ball?


Product rule
$P($ yellow then red $)=P($ yellow $) \cdot P($ red given yellow $)$

$$
P(R \cap Y)=P(Y) \cdot P(R \mid Y)
$$

Product Rule
$P(E \cap F)=P(F) \cdot P(E \mid F)$

Conditional Probability

$$
P(E \mid F)=\frac{P(E \cap F)}{P(F)}
$$

Tree and Venn diagrams are useful tools to solve conditional probability problems


18. $\mathrm{P}(\mathrm{D})=$
22. $\mathrm{P}(\mathrm{D} \mid \mathrm{B})=$
30. For a 3-child family, find the probability of exactly 1 girl, given that the first child is a boy.
32. A pair of fair dice is thrown and we are told that at least one of them shows a 2 . If we know this, what is the probability that the total is 7 ?
38. A card is drawn at random from a regular deck of 52 cards. What is the probability that
a. The card is a black jack?
b. The card is a black jack if it is known a jack was picked?
c. The card is a black jack if it is know a black card was picked?
59. In a small town it is known that $20 \%$ of the families have no children, $30 \%$ have 1 child, $20 \%$ have 2 children, $16 \%$ have 3 children, $8 \%$ have 4 children, and $6 \%$ have 5 or more children. Find the probability that a family has more than 2 children if it is known that it has at least 1 child.
57. In a sample survey it is found that $35 \%$ of the men and $70 \%$ of the women weigh less than 160 pounds. Assume that $50 \%$ of the sample are men. If a person is selected at random and this person weighs less than 160 pounds, what is the probability that this person is a woman?
36. A box contains 2 red, 4 green, 1 black, and 8 yellow marbles. If 2 marbles are selected without replacement, what is the probability that 1 is red and 1 is green?
8.1 day 2 - (practice worksheet with additional problems)

## 8.2 - Independent Events

We polled 100 students and asked them to choose their favorite of 3 activities: reading a book, playing video games, or watching Netflix.

We want to investigate: "Does favorite activity depend upon gender?"

| read a book video games watch Netflix | girls boys |  | 22 |
| :---: | :---: | :---: | :---: |
|  | 18 | 4 |  |
|  | 12 | 20 | 32 |
|  | 30 | 16 | 46 |
|  | 60 | 40 | 100 |

Consider what you would say if I asked you the question, "What is the probability that a student likes to play video games?"

There are 3 probabilities you could find to try to answer this question.

You could find the probability of all students who like video games:

$$
\begin{aligned}
& P(\text { games })=\frac{32}{100} \\
& P(\text { games })=.32
\end{aligned}
$$

You could find the probability of a girl liking video games:

$$
\begin{array}{ll}
P(\text { games })=\frac{32}{100} & P(\text { games } \mid \text { gir })=\frac{12}{60} \\
P(\text { games })=.32 & P(\text { games } \mid \text { girl })=.20
\end{array}
$$

Or you could find the probability of a boy liking video games:

$$
\begin{array}{lll}
P(\text { games })=\frac{32}{100} & P(\text { games } \mid \text { gir })=\frac{12}{60} & P(\text { games } \mid \text { boy })=\frac{20}{40} \\
P(\text { games })=.32 & P(\text { games } \mid \text { gir })=.20 & P(\text { games } \mid \text { boy })=.50
\end{array}
$$

So your answer to the question would have to be, "It depends. Are we talking about boys, girls, or all students?"

This means 'activity' depends upon 'gender'.
Or you could say 'activity' and 'gender' are not independent.

## How can we determine if two events are independent?

One way is to check any two of the three probabilities of one of the events, like we just did.

$$
\begin{array}{ll}
P(\text { games })=\frac{32}{100} & P(\text { games } \mid \text { girl })=\frac{12}{60} \\
P(\text { games })=.32 & P(\text { games } \mid \text { girl })=.20
\end{array}
$$

If you find that they don't match, then the events are not independent.

On a tree diagram...

...if you find that probabilities for the same 2nd choice don't match, then the events are not independent.

Here's what it would look like if 'gender' and 'activity' were independent:


At first glance, this table doesn't look very different from the previous set of data.

Notice that the counts between the boys and girls and still not the same.

Yet, this data does show that 'gender' and 'activity' are independent.
We can't tell by comparing the counts between categories...
...we must compare the percentages.

It's the percentages that would now be the same:

$$
\begin{array}{lll}
P(\text { games })=\frac{50}{100} & P(\text { games } \mid \text { girl })=\frac{30}{60} & P(\text { games } \mid \text { boy })=\frac{20}{40} \\
P(\text { games })=.50 & P(\text { games } \mid \text { girl })=.50 & P(\text { games } \mid \text { boy })=.50
\end{array}
$$

On a tree diagram, corresponding conditional probabilities would be identical:


The special case 'disjoint events' modified the OR formula (it removed the overlap term). Similarly, independent events are a special case for the AND formula and will modify (simplify) the formula:

Special Case: If the probability of an event does not change regardless of whether or not another event happens, then the events are independent events.

If $P(B)=P(B \mid A)=P(B \mid \bar{A})$, then $A$ and $B$ are independent.
...and the 'AND' formula...

$$
P(A \cap B)=P(A) \cdot P(B \mid A)
$$

...simplifies to:

$$
P(A \cap B)=P(A) \cdot P(B)
$$

We can also define a 'test for independent events':

## Test for independent events:

Two events are independent if $P(B)=P(B \mid A)=P(B \mid \bar{A})$
In other words: check any 2 of the 3 ways to find probability of $B$. If they don't match, then $B$ is depending upon $A$ and the events are not independent.

Note: Some books also use the simplified version of the AND formula as a 'test for independence'...
If $P(A \cap B)=P(A) \cdot P(B)$, then $A$ and $B$ are independent.
...but this is more a consequence of independence, not the reason the events are independent.

Note: independent events and mutually-exclusive events are different.
Each is a 'special case' of the OR or AND rules:

Independent events


AND $=$ Multiply
In general...

$$
P(E \cap F)=P(E) \cdot P(F \mid E)
$$

If events are independent...

$$
P(F \mid E)=P(F)
$$

$$
\ldots \text { so } P(E \cap F)=P(E) \cdot P(F)
$$

Mutually-exclusive events


In general...
$P(E \cup F)=P(E)+P(F)-P(E \cap F)$
If events are mutually-exclusive...

$$
P(E \cap F)=0
$$

...so $P(E \cup F)=P(E)+P(F)$

## Examples...

## Independent events

$\mathrm{E}=$ person is male
$\mathrm{F}=$ person has blue eyes
$\mathrm{E}=$ person has heart disease
$\mathrm{F}=$ person is female

## Mutually-exclusive events

$\mathrm{E}=$ person is male
$\mathrm{F}=$ person is female
$\mathrm{E}=$ shape is a circle
$\mathrm{F}=$ shape is a triangle

Examples:
If $P(E)=0.3, P(F)=0.2$, and $P(E \cup F)=0.4$, what is $P(E \mid F)$ ? Are E and F independent?
\#13
A fair die is rolled. Let E be the event " 1,2 , or 3 is rolled" and let F be the event " 3,4 , or 5 is rolled. Are E and F independent?

For a 3-child family let E be the event "the family has at most 1 boy" and let F be the event "the family has children of each sex". Are E and F independent events?
23. Cardiovascular Disease Records show that a child of parents with heart disease has a probability of $3 / 4$ of inheriting the disease. Assuming independence, what is the probability that, for a couple with heart disease and that has two children:
a. Both children have heart disease
b. Neither child has heart disease
c. Exactly one child has heart disease.
33. Election A candidate for office believes that $4 / 5$ of the registered voters in her district will vote for her in the next election. If two registered voters are independently selected at random, what is the probability that
a. Both of them will vote for her in the next election
b. Neither will vote for her in the next election
c. Exactly one of them will vote for her in the next election?

## 8.3 - Bayes' Formula

In a particular region, the probability that a person has measles is $20 \%$. If a person has measles they have a $90 \%$ probability of having visible spots. A person who does not have measles has a 15\% probability of visible spots. If a patient displays spots, what is the probability that they have measles?
$P(M \mid S)=$
\# of these ways that come from measles
\# ways to have spots

$P(M \mid S)=\frac{P(M) \cdot P(S \mid M)}{P(S)}$

## Bayes' Formula

$$
P(A \mid E)=\frac{P(A) \cdot P(E \mid A)}{P(E)}
$$

## Bayes' Formula

Let $S$ be a sample space partitioned into $n$ events, $A_{1}, \ldots, A_{n}$. Let $E$ be any event of $S$ for which $P(E)>0$. The probability of the event $A_{j}(j=1,2$, . . . , $n$ ), given the event $E$, is

$$
\begin{align*}
P\left(A_{j} \mid E\right) & =\frac{P\left(A_{j}\right) \cdot P\left(E \mid A_{j}\right)}{P(E)}  \tag{8}\\
& =\frac{P\left(A_{j}\right) \cdot P\left(E \mid A_{j}\right)}{P\left(A_{1}\right) \cdot P\left(E \mid A_{1}\right)+P\left(A_{2}\right) \cdot P\left(E \mid A_{2}\right)+\cdots+P\left(A_{n}\right) \cdot P\left(E \mid A_{n}\right)}
\end{align*}
$$

## Terminology

Partitions: The division of sample space into mutually-exclusive subsets.

## a priori probabilities: The

 probabilities of the partitions, $\mathrm{P}(\mathrm{A})$.
a posteriori probabilities: The probabilities of the partitions given additional event information $\mathrm{P}(\mathrm{A} \mid \mathrm{E})$.


1. $P(E \mid A)$
2. $P(\bar{E} \mid A)$
6.P( $\bar{E} \mid C)$
3. $P(E)$
4. $P(B \mid \bar{E})$
5. $P(C \mid E)$
\#28
Cars are being produced by two factories, but factory I produces twice as many cars as factory II in a given time. Factory I is known to produce $2 \%$ defectives and factory II produces $1 \%$ defectives. A car is examined and found to be defective. What are the a priori and a posteriori probabilities that the car was produced by factory I ?
\#16
Events $A_{1}$ and $A_{2}$ form a partition of a sample space $S$ with $P\left(A_{1}\right)=0.3$ and $P\left(A_{2}\right)=0.7$. If $E$ is an event in $S$ with $P\left(E \mid A_{1}\right)=0.04$ and $P\left(E \mid A_{2}\right)=0.01$, compute $P(E)$.
\#20 Use the info in \#16 to find $P\left(A_{1} \mid E\right)$ and $P\left(A_{2} \mid E\right)$
41.A scientist designed a medical test for a certain disease. Among $\mathbf{1 0 0}$ patients who have the disease, the test will show the presence of the disease in 97 cases out of $\mathbf{1 0 0}$, and will fail to show the presence of the disease in the remaining $\mathbf{3}$ cases out of $\mathbf{1 0 0}$. Among those who do not have the disease, the test will erroneously show the presence of the disease in $\mathbf{4}$ cases out of 100 , and will show that there is no disease in the remaining 96 cases out of $\mathbf{1 0 0}$.
a. What is the probability that a patient who tested positive on this test actually has the disease, if it is estimated that $20 \%$ of the population has the disease?
b. What is the probability that a patient who tested positive on this test actually has the disease, if it is estimated that $4 \%$ of the population has the disease?
c. What is the probability that a patient who took the test twice and tested positive both times actually has the disease, if it is estimated that $4 \%$ of the population has the disease?

## 8.6 - Bernoulli Trials, Binomial probability model

Students at a particular university voted $60 \%$ of the time in the most recent election. If 3 students are picked at random, what is the probability that exactly 2 of them voted in that election?


For us to use this 'pattern' these things must be true:

- Only 2 outcomes ('yes'/'no', 'success'/'fail')
- Probabilities have to be constant for each 'trial'
- Probabilities of trials must be independent
- Must have a fixed number of trials (here the 3 students)
In general:
$P($ exactly $k$ Yes out of $n$ students $)={ }_{n} C_{k}[P(Y)]^{k}[P(N)]^{n-k}$
The first 3 items on this list define what is called a Bernoulli Trial:
- Only 2 outcomes ('yes'/'no', 'success'/'fail')
- Probabilities have to be constant for each trial
- The trials must be independent of each other

The last item defines this further what is called a Binomial Setting:

- Must have a fixed number of trials (here, the 3 students)

The reason this is called a Binomial Setting is because the format for the pattern looks like a term from a Binomial expansion:

$$
\begin{gathered}
\text { P(exactly 2 voted) }={ }_{3} \mathrm{C}_{2}(0.6)^{2}(0.4)^{1} \\
(a+b)^{3}={ }_{3} C_{0}(a)^{3}(b)^{0}+{ }_{3} C_{1}(a)^{2}(b)^{1}+{ }_{3} C_{2}(a)^{1}(b)^{2}+{ }_{3} C_{3}(a)^{0}(b)^{3}
\end{gathered}
$$

## Binomial Probability Model / Calculator Function

$$
\begin{aligned}
& \text { binompdf }(n, p, k)={ }_{n} C_{k} p^{k} q^{n-k} \\
& \quad n=\# \text { of trials } \\
& \quad k=\# \text { of successes } \\
& p=\text { probability of success } \\
& q=\text { probability of failure }(q=1-p)
\end{aligned}
$$

Note: the $\operatorname{binomcdf}(n, p, k)$ function is different. It computes a sum of probabilities from 0 to $k$.
Students at a particular university voted $60 \%$ of the time in the most recent election. If 3 students are picked at random, what is the probability that exactly 2 of them voted in that election?

## Does it meet the criteria for a Binomial model?

- Only 2 outcomes?
- Probabilities constant?
- Trials independent?
- Fixed number of trials?

A fair coin is tossed 8 times. What is the probability of obtaining exactly 6 heads?

A fair coin is tossed 8 times. What is the probability of obtaining up to 6 heads?
binomcdf $(n, p, k)$
= cumulative total of binompdf
from 0 to k (including k)

A fair coin is tossed 8 times. What is the probability of obtaining at least 6 heads?

What is the probability that in a family of 7 children:
(a) 4 are girls?
(b) At least 2 are girls?
(c) At least 2 and not more than 4 are girls?

A television manufacturer tests a random sample of 15 picture tubes to determine whether any are defective. The probability that a picture tube is defective has been found from past experience to be .03 .
(a) What is the probability that there are no defective tubes in the sample?
(b) What is the probability that more than 2 of the tubes are defective?
43. A supposed coffee connoisseur claims she can distinguish between a cup of instant coffee and a cup of drip coffee $80 \%$ of the time. You give her 6 cups of coffee and tell her that you will grant her claim if she correctly identifies at least 5 of the 6 cups.
(a) What are her chances of having her claim granted if she is in fact guessing?
(b) What are her chances of having her claim rejected when in fact she really does have the ability she claims?

A fair coin is tossed 8 times:
What is the probability of obtaining exactly 3 heads if it is known that at least 1 head appeared.

## 7.6 - Expected Value

Expected Value = a typical or average number which represents data.

## Examples:

- Average household has 3.17 people.
- Typical number of days of rain per year in Phoenix is 7.4 days of rain.

Note: expected value does not have to be an actual possible value in the data set.
Definition: $\quad \mathbf{E}=\boldsymbol{m}_{1} \boldsymbol{p}_{1}+\boldsymbol{m}_{2} \boldsymbol{p}_{2}+\ldots$
$m=$ assigned payoff value for event
$p=$ probability of event
example:
1000 raffle tickets
prizes: 1 worth $\$ 300 \quad 2$ worth $\$ 100$
100 worth $\$ 1 \quad$ rest worth $\$ 0$
Find average (expected) value of each ticket.

If each ticket cost \$1, the "raffle"
If each sold for $\$ 0.60$

If a situation like a raffle has priced a ticket to be equal to the expected value, then the situation is called fair.

Fair: price to participate $=$ expected value of return.
Favorable: price to participate < expected value of return.
Unfavorable: price to participate > expected value of return.

## Expected Value for Bernoulli Trials

In a Bernoulli process with $n$ trials, because the probability of success is the same for all trials, the expected number of successes is:

$$
\mathbf{E}=n p
$$

Where $p$ is the probability of success on any single trial

1) 2 teams played each other 14 times. Team A won 9 games, and team B won 5 games. They will play again next week. Bob offers to bet $\$ 6$ on team A while you bet $\$ 4$ on team B. The winner gets the $\$ 10$. Is the bet fair to you in view of the past records of the two teams? Explain.
2) You pay $\$ 1$ to toss 2 coins. If you toss 2 heads, you get $\$ 2$ (including your \$1); if you toss only 1 head, you get back your \$1; and if you toss no heads, you lose your $\$ 1$. Is this a fair game to play?
3) David gets $\$ 10$ if he throws a double on a single throw of a pair of dice. How much should he pay for a throw?
4) A coin is weighted so that $P(H)=1 / 4$ and $P(T)=3 / 4$. Find the expected number of tosses of the coin required in order to obtain either a head or 4 tails.
5) Assume that the odds for a certain race horse to win are 7 to 5 . If a better wins $\$ 5$ when the horse wins, how much should he bet to make the game fair?
6)Find the number of times the face 5 is expected to occur in a sequence of 2000 throws of a fair die.
