1: Definitions

Law of Large Numbers
For a small number of trials, anything can happen.
As number of trials increases, the experimental probability
approaches the theoretical probability.
Definitions
Trial: One complete 'occurrence’ of a situation .
Outcome: One possible result that can occur when a trial is conducted.
Sample space: Set of all passible outcomes that can accur in a trial.
Event: Any subset of the sample space (the "desired" outcomes).
Union: 4AuB (AORB)
Intersection: 4~ B3 (A ANDB)
Parameter: Number describing a population (or model), e.g. i, o
Statistic: Number describing a sample, e.g. X, §
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| 2: Equally-likely outcomes

If all outcomes are equally likely :

_ number of outcomes in event E
P(E)= /

number of outcomes in the sample space S

__ number of 'desired' outcomes

total number of outcomes

| 3: Conditional Probability

12
P(video games | girl) = —= .20

/ \60

event condition
The event is always
contained within
the conditional

sample space.

The condition is always justa
portion of the sample space

(the conditional sample

space).

The conditional sample space is a portion of the sample space.
The event is a portion of the conditional sample space.
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2: Counting Strategies I

Strateqy

. List out all the cases and just count them up.
(can also use tree diagrams, grids for 2 dice,
methodical listing system to help)

2. Multiplication Principle
(one box per choice, fill in with number of
ways to make that choice, multiply)

When to Use

-

1. Best strategy, but only good for small numbers.

each box can be paired with every other choice.

2. Multiple choice to make, every possible choice in

3. Permutations (use calculator)
(special case: 'choose all' = n! ways)

4. Combinations (use calculator)

5. Multiplication Principle w/Combinations

6. Distinguishable permutations

!
# distinguishable permutations = 7

1
minlnl

3. A set of distinct objects (no repeats), choosing some
or all, and objects are 'used up' as you choose them,
and order matters.

4. A set of distinct objects (no repeats), choosing some
or all, and objects are 'used up' as you choose them,
and order does not matter.

5. Multiple choices to make, but each is a choice of a
number of items out of a set.

6. Number of ways to arrange all items in a set if there
are repeats.

4: Compound Events (OR) I

'mutually exclusive' or 'disjoint’ events.
Picture this...

OO

P(AUB)=P(A)+P(B)—P(ANB)
Special Case: If two events have no overlap, they are called

So the OR formula is simplified...

P(4UB)=P(4)+ P(B)—PK)*@)

(pP(4nB)=0)

5: Compound Events (AND) i

P(ANB)=P(4)-P(B]| A)

Picture a part of a tree...
P(B\A) B P(AﬂB)

r(4) A

For independent events:  P(B)=P(B| A)
So.. P(ANB)=Pr(A)+P(B|A)

Special Case: If the probability of an event does not change regardless of whether
or not another event happens, then the events are independent events.

...simplifies to...

P(ANB)=P(B)+P(A4|B)

P(@ A P(aNB)
B

P(B)

v

P(AﬂB) =P(A)- P(B)

| 3: Conditional Probability

l_

The event goes in the

numerator of the traction./‘\
P(video games| eirl)=—= .20

60

The condition goes in the
denominator of the fraction.

P(ANB
P(A|B) (P(”) )

P(video games () girl)

P video games | girls
( ) P(girl)

| 4: Disjoint Events |

A B

A and B are mutually-exclusive
A and B are disjoint events
P (A N B) =0

A B

A and B are non mutually-exclusive
A and B are not disjoint events
A and B are joint events

P(ANB)=#0

5: Independent Events

Test for independent events:

Two events are independent if:
P(B)=P(B|4)= P(B| 2)
(check any two)

Note: Some books also use the simplified version of
the AND formula as a 'test for independence'...

If P(ANB)=P(A)+ P(B)
then A and B are independent

_..but this is more a consequence of
independence, not the reason.




6: AND/OR together [
We often need to use the AND and OR rules together:

90 B (.05)(.90)
P(B)=P(Aand B)or P(Aand B)

' B P(B)=P(Aand B)+ P(Aand B)

15 B (.95)(.15) P(B)=(P(4)-P(B] A))+(P(Z)- P(B| ]))

A < P(B)=(.05)(.90) + (95)(.15)
.85 B

B =(A and B]or(z and B)

.95

6: Bayes' Formula

P(A)+P(E|A) But use probability of
., paths on a tree diagram:

P(A|E)= P(E)

__ (08)(04) S
P(FlE)_(n.s)(0.4)+(0.2)(0.7) ’D<F 07~k

P(B)=.1875 QRTINS
0.3°NE
8: Discrete Probability Models
7: Venn Diagrams Binomial
- Only 2 outcomes - Probabilities must be
Venn diagrams are great for Probabilities of trial the same each trial.
; - Probabilities of trials
rock W?rd pr?blems with lots of rsussi boiindependont - Must have fixed
‘ 20 Ll number of trials, n
Always start with most Best for: indept_andent trial_s{ fixed number of trials
v overlapped region, and don't (known n), finding probability of k out of n. "’
forget to subtract what has X (#headsin 10flips) | 0 1 2 3 4 56 7 8 9 10
v already been accounted for. I
o P(X
county sevial You can fill with either X) ]
ciassica counts or probabilities (but , - = .
be consistent). vaomc«l/ in. .k I | — hinomedf (n, p.k

i
lbinmnpdfr(n, P,k )]

P(cxaclly k successes out of n Irials) = n(“‘k ( P )k (q)" ¢

9: Expected Value vs. Average Value

Expected Value = Z X P( X )

(Expected Value is an average
weighted by the probabilities of

each outcome.)

Average Value =

(Average Value is an expected value

for equally-likely events which each

have the same probability.)
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10: The Normal Model

Many values which have a 2 calculator functions for use with a Normal distribution:

continuous, infinite number of
possible outcomes, especially Have boundaries =» Need area
guantities found in natural systems,
can be modeled with a Normal
distribution.

area = normaledf (left boundary, right boundary, u, o)
area = normalcdf (999, x, u, &)

1

X

M
Have area == Need boundary

Normal distributions are symmetrical,
centered at a mean u

left area upper boundary = invNorm(left area, i, o)
The average distance data is from
this mean (on both sides) is called
the standard deviation &

x = invNorm (!(.jﬁ area, [1, 0')

I
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10: Normal Approximation of Binomial Model

wh

LUSHIII ﬂn_

p=02,n=5 p=02,n=10 p=02,n=20

(mp=1) (np=2) (np - 4) (0=10)  (mp=20)
S sl
Can use Normal approximation
If np 210 and ng >10 for the Binomial distribution.

a Binomial distribution can be approximated with a Normal distribution with: H = hpP

O =\ npg




