Differential Equations — Lesson Notes — Chaptér 8: Systems of Differential Equations
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Solution Curves {the way it [s done)

Instead, because the system is considered a system because there is some relationship
between x and y, we treat the two equations for x and y as parametric equations and
consider the solution vector to be a position vector fracing out the locus of solution points in
the (x,y) solution plane. The independent variable, t, becomes the parameter:
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Fundamental Solution Sets, Linear Independence, and the Wronskian

In order to form the complete general solution for the corresponding homogenous system of
DEs, the terms in the complementary solution must form a fundamental solution set, and the
way we check this for systems is by using a Wronskian, but with a slightly different form:
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...be n solutions of & homogeneous system of DEs, then the set of solution vectors is
linearly independent and forms a fundamental solution set if and only if the Wronskian
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Find the Eigenvalues:of a matrix
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8.2 day 2! Repeated Eigenvalues
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8.2 day 4: Phase Pottraits
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8.3 day 1: Non-homogeneous Systems (Undetermihed Coefficients)
Non-homogeneous systems of DEs

When we have differential equation systems like this...

dx
—=6x+y+6!
a0

dy
Y ax+3y-100+4
ar Y

_with additional terms on the RHS of the independent variable, we can write in matrix form as...

..and these are known as non-homogeneous systems of DEs.

With single differential equations we had two methods to handle non-zero RHS and there
are similar methods for each with systems:

Method of Undetermined Coefficients (table method)
Method of Variation of Parameters (kind of similar to the previous Wronskian method)
Method of Undetermined Coefficients for systems

Similar to with single equations, in the method of undetermined coefficients we postulate a
solution by using a table to match RHS term forms, then take the appropriate derivative(s)
and plug into the DE system, then solve for the coefficients A B,C, etc.

As with single DEs, this method is faster, but doesn't always work, and there are issues
with absorption along with other new issues. The bottom line is, you try to handie
absorption (by multiplying by additional independent variables) and if you still can't solve for
the constants, then you abandon this method and try tomorrow's more powerful (but more
difficult) method. '

An example...

w«' =6x+ y+61
- — —>
dt w=l® HZel € 1ia]®
4 3 ~10 4

i:4x+3y—-10t+4
dt

First, we solve the homogeneous system to obtain the compiementary ‘solution:

dxm_
_ X'= 4 3 X
«6!‘2:43&:4»33'
dt
A=2 =
6-4 1 ~ =1
L 41 0] ;}%0 -1 ].Owe‘f.l,wl()
41 0" 4 -4 0 00 0
(6-2)(3-4)-4=0 g 000 K=k,
A2 -94+14=0 : irclm-}—'k2 ~ I1 |
(A-2)(4-7)=0 ) [1

1
A=2 A=T7 [“””4]



An example...
dx
e 25 G 4 Y 4 6F . _ v
6 1|21 6
Zoedx+3y~10t+4 .

g 1 2t 1 Tt
Xo=C 4l +C, 116

Now for the RHS we use the table to get a solution form.. But because this is in matrix form for a system,
whatever we guess must be the same for all the rows. So we have to build a form that includes
something for all terms in all of the equations.

We then use the same table as we did back in 4.4, Here we have 6/ and —10z-+4
both first-degree polynomials, so we'll use this form for hoth rows (with unique constants):

- | At+B |
XP - 4
' Ct+D]
We need to check that none of these terms match terms in the complementary function. If they did, we

would multiply by extra t s until they didn't mateh, but here there is no absorption.

Now we take the derivative and plug into the DE system to find the constants:

? A
e
ST
X' = & 1i¥s ar 0
14 3 ~10 4
4] _[6 1][4r+B] [ 67 [0
c| |4 3)lce+D] [-10] |4
Next, matrix multiplication in first term on RHS, then write out each equation in the system;
6 1l 4t+B 6 0
= NEE t+
C| (4 3 Ct+ D -10 4
4] _[6(4r+B)+1(Cr+D)| [ 6 | 10
C| |4(4r+B)+3(Ct+D)| [-10) [4
{AméAt+6]3+Ct+I)+6t

C=A4At+4B+3Ct+3D 10t +4

By matching term coefficients, we obtain a system and solve for the constants...

N
ot

—t

(64+C+6)1+(6B+D)=(0)t-+(4) 6 0 1 0] -6 A=-2, B=-%4, C=6, 1)=1%
(44+3C-10)r +(4B+3D+4)=(0)e+(C) |-1 6 0 1| O A
64+C+6=0 403 0] 10 > {AHB}W 24
6B+D=A4 L0 4 -1 3 | 4] "lCt+D 61+1%
144+3C~10=0 ‘ rref -

4B +3D+4=C
[ 64+0B+1C+0D=-6
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8.3 day 2: Non-homogeneous Systems (Variation of Parameters)
Varlation of Parameters Method

In the previous section we learned the Method of Undetermined Coefficients (fable method)
for systems, which is nice If it works because it is faster but only works in some cases.

The Method of Variation of Parameters is more general and powerful, but involves more steps.

B R L 4
If we assume a homogeneous system of the form X" = 4 X
- — - —>
has a solution of the form: X =C, X +C, X ,+.+C, X,
= = = :
then X, X ,,...X , is afundamental solution set of the system, and we could write the general

s - - - sy
solution in this form: _
X=CX+C X, +.+C X,

Xy Xiy ™
-3 X. 1 x x.
x=c|™ |+ |2 |+ rc| ™
,xm_“ ,,an, Lxﬂ"-
Cxy +Cox,y +..+Cx,
=2 | Cxyy +Cptyy 4.+ C %y,
X =
| Cx,y +Coxp + ot Gy
Xy Xy e Xy Czj
}m Xyy Xyp vor Xy G,
u,xm, x»2 xrm.. mCm
-
X=0(1)C

l

Fundamental matrix of the system

Variation of Parameters Method

Because of the way the fundamental matrix is defined, its determinant is the same as the
Wronskian of the fundamental solution set:

N =g = = =
det(d)(t)) - W(X,,.Xz,,,.X,,)
_..and because this is a linearly independent set of solutions to the system, the Wronskian and
determinant would be non-zero, which means that... '

—p .
...the inverse of the fundamental matrix must exist @' (1) exists

> - ey
..and because every column of ®(¢) is a solution vector of the system: @'()=AD(t)
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8.3 day 4: Higher-order single DEs as systems
You can represent a higher-order single DE as a system of first-order DEs
Interestingly, you can represent a higher-order single differential equation as a system of

differential equations. This can be helpful if you have a DE which you can't solve using
existing method, but could solve as a system.

A simple example to illustrate...
y'-y'—6y=0

We already have methods to solve thés...
m —m—6=0
(m-3)(m+2)=0

m=3, m=-2

— 3x ~2x
y=Ce +C,e

Here is how this would be converted to a system. First, solve for the highest derivative:

| y'=6y+y
Add in a row above like this for form a system: y=0y+y
y'=6y+y
2 |y = 10 1]z
Now define X =| ° | and write the system in mafrix form: X' = 6 1 X
y ' 1

Now solve the system 3} ={0 1}3}
| 6 1

-4 1 -0
6 1-1 A=3
(-1)(1-2)-6=0 ,[ws 1 o]mf; -0
A=2-6=0 6 -2 0] "o 0 0
(A-3)(A+2)=0 k=lt ﬂ
A=3 A=-2
P 1 3x 1_ 2
X=C]|, le"+(, e
3 -2

3 2% ] Here is the original DE solution...
[y:l“”[ Ce™ +Ce 4 Here is the origin

3Ce™* —2C,e™ | 4= ...and you getthe derivative tool




to system form...

~ %!_;O‘ﬂ 4_131,50«4“:.—7«0
o g =0y 0y iy 0
Yl = =By 40g'-2y" Foeb2t -5

| }7\’ = [3 “7 '?z X +Z ze"fw—&j ?/0) ] [ :;;] .

7N



Why do'this? Because you cah solve higher-order for which you have no method

en finding'the
sterminant you.would
ntire:matrix.







homogerieous




next, we find the transpose of the signed cofactor matrix...

. 16 0 -ty

.m}

C =|-6e™ 3¢* 3¢~
2e”  -3¢F *

then, we use the determinant and transpose to find the inverse matrix:

....».)

-0 [ ® Fadx
™ & e2x e-2x 7]
=| &* zezx wzen«&x
ex 4623: 4e~2x

—>~1 .y

,. ya
itw/wz:c /21: /»»zx
i A eﬁx - A er 42 82x |

okay, now we can find the particular solution for the non-homogeneous system...

3e 3¢
__3 eSx eiix

0 --/**"

w%e" | 0

multiplying the matrices inside in the integral...

er

v 262;

4e**

2x | wm%e—x %

8"2" I % ‘ o2 _% e~

4e ] %2 32% _ %2 &

R
j' _ %z e % e }é e“?‘x_ 2
_ %ezx w%e” %Zezx— 5“3x+3x

m%‘ex“

%_
%2 e’4x

0
0

dx



now taking the integral (of each row separately)... '

5/ x
- e +
N e e e A
X,=|e&" 2¢* -2

e 4 4%

then multiplying these two matrices...

] %+%xe‘-}ée“"-%+e"

_%+%m‘+%xez’w%66h+%e‘_
X,=|  Ywe+ Yyze -3+ e

_ }émx+m2xm%82r+%ex

combining with the complementary to form the fuli g

1 1 1

.......’

X,=C|1|e+C,| 2| +C,| -2 |e™ +
1 4 4|

m%e"2‘+%e""+%x

5 2x 1 3x 1 Ax
_/24" Aﬁ" + /48¢

u%+%,xex~%32x_%+%ex}%xezx+%4,_%683+ 4882"
S+ Y~ Y53 Yors Y5 1 Yoo Y o

e

Yix- e

+xe™ + %,, %e’ + %232”"

eneral solution...

Y xe* + Y, xe® — 3, e + 3/ &
3 2 8 9

%xe”+xe’”w%e”+%e"

but the particular solution terms which match the complementary solution terms will be

absorbed into new constants...

. 1 1 1
X,=C,|1le+C|2 | +C|-2|e™ +
1 4] 4
or...
1 11 1

- | |
X, =C]|1lef+C,|2|e” +C,| -2
1 4 4

and the top row is the solution to the original DE:

e+l 0 |+

o

-%+%xe"+%xe2"
%xe" +}éxe2‘ |

%xe‘ +xeé*
%
% % e
A !

b

xe* +

y=Ce+Ce* +Cie™ + %

+ %xé"‘+ %xe;]

“%+%xe‘+%xe”~%6e2”+29e"“

o



Ch8 Summary

Homogeneous systems...

-

Finding eigenvalues: |A—A4 1 ‘ =0

A
Finding eigenvector for an eigenvalue: (A— Al )K =0

o )? _C ki | C ko | 4
Distinct real eigenvalues: ¢ = ™1 ¢ e +(, i €
21 L%2

- >\ -
Repeated real eigenvalues: find 2™ eigenvalue using (A -A1 j P=K

—> k k |
XC:CI[ 1}6”+C2[[ 1}el’+ pl}e’u]
k, | k, | P> :

Complex conjugate eigenvalues:

. = [a+bi
use positive version A = &+ Bi to find eigenvector K = i di
- > [a - S Tpl
B =ReK = B,=ImK =
c d
%

—> —> - —>
X.=C, (Bl cos ft — B, sin ﬂt) e” +C, (Bz cos [t + B, sin ,Bt) e

Non-Homogeneous systems...
- 25> >

X'=AX+F
N —> - 2.1
Method of Variation of Parameters: ® = fundamental matrix (from X, ) X, = D@ j ® Fdt
—>-1 1 =7 |
O =—0d
det @
—T

O =rtranspose = for 2x2 reverse elements on diagonal, negate everything else

- = > - L
Solving with initial condition: X = P (t ) @ (to)X o+ @ J- @

fo

()7 (5)as



Method of Undetermined Coefficients:

N | ‘
: A_’) function from table to match forms of terms of F
function from table to match forms of terms of F' |
(must be the same form for all rows — so selected terms must cover all terms in all rows of F)
: ZEOFm,_ijép e
1 (any constant) A .
2. 5%+ 7 Ax + B \
33 —2 Ax® 4 Bx+ C
4 ¥ -x+1 Ax® 4+ B>+ Cx + E
5. sindx  Acosdx + Bsindx
© 6 cos 4x A cos 4x + B sin 4x
7. &% Ae*-
B (9x — 2)e (Ax+ B)e
9, 325 (A + Bx + €)%
10, ¢ sin 4x . Ae**cos4x + Be' sindx ' C
11 52 sindx (A%® + Bx + C) cos 4x + (Ex> + Fx + G) sindx
12, xe>cosdi: C (Ax+ B)e“ cosdx +(Cx + E)e* sindx
o Then take derivativre, plug into system of DEs, and solve for constants.
(Note: you need to multiply by extra #s if terms match any terms in Xc)
..-""*"\bﬁ
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