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AP Statistics — Unit 2 additional review
Free-Response Practice :
Bach of 25 adult women was asked to Wmd& herown height (), in fnches, and the imght {x), in inches, of her

fiather. The scatterplot below displays the results. Only 22 of the 25 pairs are distinguishable because some of the
{m’) pairs were the same, The equation of the least squares tegression line is § = 351+ 0427
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{a) Draw the Jeast squares regression line on the scatterplot above. _‘? = 550+ ozAls)= St
Q@ =35 + (D)= 49,24
{b) One futher's height was x = 67 inchies and his danghter’s height was y = 61 inches. Circle the point on the

scatterpiot sbove that vepresents this pair and draw the segment on the soatterplot that mmspmds to the
residual for it. Give a Wwai value for the residual,

j — 25, +3{2;+(Aq—) b 3,302

4z 6!
f‘éfmiwa,{‘ ﬂ \,J = 6’-—4390‘?”) 2,709 LAC/M

(achat - frestickd)

- {c} Suppose thﬁpmm x =84, y =71 isadded to the data set, ‘Wmuldﬁms}mps afﬁmlmﬁ BQUATOS ICETessio
line incregse, decresse, or remain about the same? Explain.. The SlYpe wo o/ Hm & bourl=lhe S

-{Note: No caimléaﬁms are m&swytx} answer this question.y Abthows# s /caa)w‘ "W }%j&f /@9 yemy@
Ahere. s .feww e residosd,
Would the corcelation i mma&e& decrease, or remain ﬂiﬂﬂt the -;mne? Explain. |

{Nate: Mwa&cuiamns are ma&mywaﬁswaﬁusqmmm) “The. mmwe‘m B yipundid ém»w ﬁ%ﬁ A9er
(onwense) becaae /Mvﬂl o
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A stadent megsured the heights and the arm spans, rounded to the nearest inch, of each person in 5 random
sample of 12 seniors st a bigh school. A scatterplot of arm span versys height for the 12 seuiors is shown,

o e
. Height Gachesy

{a) Bused on the scatterplot, deseribe the relationship betwesn arm gpan and height for the sample of 12 seniors, ol if)@ S
Theve is @ wedinm-stienghh, Ip&se«@. ve, liew (elehoashyp &dwgw\ asan S @ iy
Let x represent height, in inches, and 3t ¥ mpmsan arm Span, in mches Twe mattcxplots of the same data .
are shown below, Graph 1 shows the date with the Teast squares regression line § = 10,74 4 0.8247x, and
praph 2 shows the date with the ling y = x,

GRAPH 2

(b} The criteria described in the table below can be used to classify peegﬁe mﬁa one of three body shape
categories: square, tall rectangle, or short mmxgie

Sauare ' Tail Rectangle Short Rectangle
Arm span Is equal to height. Arm span is less than height. | Arm span is greater than height.

{i) For which graph, 1 or 2, is the line helpful in classifying a stadent’s body shape as square, tall -
m&angle, orshort mmnglg? Explain, ")

) ¢
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(i) Complete the table of classifications for the 12 wxm

Classification Square Tall Rﬁﬁtmgie | Showt Rectangle
. Frequency 3 Y } s

{c} Using the best model for prediction, caloulate the predicted arm span for a senior wﬁﬁ height 61 mches
200 S 9= it +0.8243(41) = 62,0963 nches




(d) Interpret the slope for the model in graph 1 in the context of thls problem.
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53/@@ b= 8243 "‘ﬁ;ﬁgm
ﬁ":»' every | adfibips | | cach a &mg“ 4 vt St
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, (e) r=0.86 Interpret r* (the coefﬁ01ent of determination) in the context of this problem
w“ l“ ) - r :?‘”'? q‘;’,’é
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Part 1: Multiple Choice, Circle the letter em*es;mmdmg to the best answer, ( ves fwﬁv)
Mt'ﬂ <

. Other things being equal, larger automobile engines consume more fuel. You are planning 2.
an experiment to study the effect of engine size (in liters) on the gas mileage (in miles per
ifm) af sport %Iﬁ:y vehicles, In this study, :
v mileage is a response variable, and you expect to find a negaﬁw association, ' Z*‘;ﬂ o )
:) gas mﬂaage is a regponse variable, and you expect o find a positive association, 24
{c) gas mil eage is an explanatory variable, and you expect to find a strong negative

association,
(d) gas mileage is an explanatory variable, and you expeet to find a strong positive

association, :
(e) gas mileage is an explanatory variable, and you expwt to find very little association.

2, Ina statistics course, a linear regression equation was computed to predict the ﬁmmxam 4'= oo l/ %)
score from the score on the first test. The equation was § = 10+ 0.9x where y is the final-" 2 - 95§
exam score and x is the score on the first test, {:afia mmd 95 on the first test, 'What is the

- predicted value of her score on the fina <

(a) 85.5 {b} 90 ‘ (c} 95 ' ~9$ 5 {e) none of ﬂw&a
3. in ﬁw emrse @esmimﬂ in #2 Blll scnred 89 on ﬂw first test and 4 93 on the final exam,

{c) 3.0 (d) 93 {e) none of these
., 33 1040 (10)= 91 |
= =43

resid = 4-9= 13 -i1=2
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4, The correlation between the heights of fathers and the heights of their (fully grown) sons is
r={.52, This value was based on both variables being measured in inches. Iffathers”
heights were measured in foet {(one foot equals 12 inches), and sons’ heights were measured
in furlongs (one furlong equals 7920 inches), the correlation between heights of fathers and
heights of sons would be ' o
{a) much smaller than 0.52 - _ < which are Standa Aized
(b) slightly smaller than 0.52 i bt h & Fore 4)
(c)unchanged: equal to 0.52 S pads doat- mHfe - (;m”;ky x.9 alse Joes
(d) stightly larger than 0.52 ‘ . 22y
ot ek Traer than 0 57 : : X
| {e) much larger than 0.52 ' = 2 __;\,:T |
5. All but one of the following statements containg an efror. Which statement colild be :
comoct? o gaibheve ©
(a) There is a correlation of 0.54 between the position a football player plays amd his Wﬂzght.é;,,/ ectagorica,
(b) We found a correlation of » = ~0.63 between gender and political party preference. < Vorrabie
{¢) The correlation between the distance travelled by a hiker and the time spent hiking is
r=09meterspersecond. V" Nad no unitd S o
() We found a high correlation between the height and age of children: #= [ 12 v can 04k Yo =1 <}
The correlation between mid-August soil moisture and the per-acre vield of tomatoes is
r={53,

6. A set of data describes the relationship between the size of annual salary raises and the
performance ratings for employees of a certain company. The least squares regression
equation is ¥ = 1400 + 2000x where y is the raise amount (in dollars) and x is the '
erformance rating. Which of the following statements is nor necessarily troe?
{a} For each one-point increase in performance rating, the raise will increase on average by
5 X LSEL might

: he actual relationship between salary raises and performance rating is linear. f::: ﬁf‘[féﬁgw i nearclecr
v {€) A rating of 0 will yigld a predicted raise of $1400, 1 ' o )
v(d) The correlation between salary raise and performance rating is posifive, (: yes, becaus ¢ Slope S Jor Hve
vAe} If the average performance rating is 1.2, then the average raise is $3800. (12

, . . G = [yootzo02 Ll 1)

far predicting weights of basketball players on the basis of

7. Aleast-squares regression lin

What does the residual plot tell you abeut the linear model? o
A(a) A residual plot is not an appropriate means for evaluating a linear model, :
¥ (b} The curved pattern in the residual plot suggests that there is no association between the
_ weight and height of basketball players. ould be a 5T, but viou—tires agsociato - |
@) The curved pattern in the residual plot suggests that the linear model is ndt appropriate. ired
%{d) There are not enough data points to draw any conclusions from the residual plot. g»$1 afew arefegult
% (¢) The linear model is appropriate, because there are approximately the same nymber of .
points above and below the horizontal line in the residual plot. o, l\m//?m/ radbe sluespb
| | podiesa M residuad
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Use the following to answer questions 8 and 9.

One concern about the depletion of the ozone layer is that the increase in ultraviolet (UV) light
will decrease crop yields. An experiment was conducted in a green house where soybean plants
were exposed to varying levels of UV, measured in Dobson units. At the end of the experiment
the vield (kg) was measured. A regression analysis was p&arfmmad with the following results:

Parameter Estimates

Tem - Estimete  SwEmor tRafo Probsitl  Lower33%  Upper85% \[W ,

irtereapt doaoote 0058774 MM <0001 38838338 4, 095183&
uv 0048288 0010741 *hidden * 0.0008 sk hidden * N

8. The lea%&quams regression lme ig the line that v
% (a) minimizes the sum of the distances between the actual @V values and the predicted UV
val’asa

' yiﬂié
¥ (c) minimizes the sum of the distances between the actual yxe?ci and the predicted UV,
]‘»{d} minimizes the sum of the squared residuals between the actual UV reading and ihe
predicted UV values.x IheSe tre % ValreS —pesTdusp o oflleronteS 1o 14 Valves .
A [e) minimizes the perpendicular distance betweﬁ the regression line an d eacix dat pmni

vt cjw' /4 ﬁﬁ?m ks

9. Which of the following is correct?
% {a) If the UV value increases by 1 Dobson unit, the yield is expected to increase b}f 0.0463
k

£
¥ {b) If the yield increases by 1 kg, the !;W value is expected to decrease by 0. 0463 Dobson
unitsy,
[ (c))If the UV value i increases by 1 Dobson unit, ths:: ywid 15 expected to decrease by 0.0463
kg,
- {d) The predicted yield is 4.3 kg when the W’fmﬁm is ’?t} Dobson units, ¢ = 3.%owiid —¢ w"“?‘f w(z)
{e) None of the above is correct. = B0 Y3 o

10. Which statements below about least-squares regression are correct? '
AL Switching the explanatory and response variables wilTyot change the least-square
regression line, ﬁ’v["f@ vl @ﬁaﬁﬁa . b= f~ L5 At Sane au b= ”@*

X . The slope of the line is very sensitive to outliers witlf large residuals. -
/U1, A value of ©* close to 1 does not guarantee that the relationship betwgen the variables

ig lingar, ‘
: (a) Only 1 i3 correct, ‘ Ht alwaygs ... on b i £
b) Only I is correct. 4 ' ‘ A2 have. high leverse
@,t M1 is correct. ‘ | .
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Part2: Free mem
Show a!l vour work. Indicate clearly the methods you use, because you will be graded on the
correctness of your methods as well as on the acciracy and completeness of your vesults and
explanations.

Questions 11-15 relate to the following,

A certain psychologist counsels people who are getting divorced, A random sample of ten of her
_yaha&ts ;}tmx&ﬂd the data in the following scatterplot, where x = number of years of courtship

e marrigge, and y = number of years of marriag

11. Describe what the scatierplot reveals about the relamﬁshlp between length of courtship and |

lmthafmamage
Yhere i 4 W&%mmﬁ%\mﬁ@ ‘Wy}w bne.r mév;konf&\,l,g»
betvicon [ensth ok mwﬁfésa/ avdd fm«ﬂ% of Mﬂrli«aﬁyw ,

12, Suppose a new point at (4.5, 8} that is, years of courtship = 4.5 and years of marriage = 8
were added to the plot. What effect, zfany, will this new point have on the cmiamm '
between courtship duration and marriage duration? Explain,

%
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Below is the computer output for the regression of length of marriage versus length g}f@uﬁs}ﬁpv

Pradictor Coef BE Cosf g B = SyFI0 %Z,?S’"S’?x
Constant  5.710  1.880 3.04 0.016 A < { s
courtship 2,4558 0,666 3.6€8 0.006 ¥ > coorship Lys)

] R \(I 'M"‘%"‘ > { 4
§ = 2.74982 R-5q = 62.9% R-Sqladj) = 58.3% o waaee )

13. What is the slope of the regression line? Interpret the slope in the context of thig problem.
b= 2.ysry ML e .
&fg@;f‘%ay gm,j‘

For ety | cddibonal year ot coortshly, maniaze. lengtt
E;‘f&wmw‘g iﬂﬁ 2854 y&m@ on auefa.ge'. ' .

14, Explain what the quantity S = 2.74982 measures in the context of this problem.
b i Al SHendlard ot ol redicluls |
“fﬁd Aillorence _W@@a actuat Waw;«;;;@ /eugfl:r dved /M%Aew M«*«rme&y@ llefﬂf;fﬁgﬁ 3
Aéw 95m dwé'f‘ﬁﬁp f@vﬂ%{‘) 13 &L s |, D AVECEGE, :

15, The psychologist is curious about whether having children has an impact on this rel ot ship
She draws a second scatterplot, with those couples who have children as open squares and
couples without children as closed circles.

- Comment on the impact that having children has on the relationship between length of courtship

and length of marriage for these patients. _ L “
“The. warriases wih clpldren haol highsr lensths o sath eousfthy ard mmgye
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One-weekend, a statistician notices that some of the cars in his neighborhood are very clean and
others are quite dirty, He decides to explore this phenomenon, and asks 15 of his neighbors how
many times they wash their cars each year and how much they paid in car repair costs last year,

His results are in the table below:

Mean Standard devistion | .. | ;
x = mymber of car washes per year 6.4 . 3.78 a«éxf’ i -
¥ = repairs costs for last year $955.30 $323.50 o
e m}i@)

The correlation for these to two variables is r=-0.71

16. Find the equation of the least-squares regression line (with y as the response variable).

b r“%» - = (§)—boi752x G = 1301, 194762, 9632X
( s Certwid [ 69 45573 X o bt
&:"' _uq"5> ‘3‘;%?’8 on f-v,Sﬁ.L, o y e i‘}m?)’“‘.&bﬂ'ﬁf : ”‘
b= —bo9630 (455i3=) = & =60 67 2(44) ' -
= =60, TS .

17. What percentage of the variation in repair costs can be explained by the number of times per
year a car is washed? ’
()t sodl | , -
Lbhosk 502 o She ey ehon isa vepels oS Gun be. ¢Mfwzﬁj’
éwam Ll wsrocle ) wdich relale) re-‘:*fml‘f” Cokty -£r-.« i mbe ot W
pes yoas @ Car &) washeed | ‘ ‘

~ 18. Based on these data, can we conclude that washing your car frequently will reduce repair |
costs? Explain, ' '
No . Bven thagh Ahere is an asotston here,
(ovteletion does ast waan Ceui@hion, -
. e . i - -
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