
Unit 1:  One-variable data                                              AP Statistics Course Review Study Guide 
 
Statistics Facts:  Descriptive Statistics 

Describing distributions:  SOCS = Shape, Outliers/unusual, Center, Spread  (use comparison language if comparing) 
 

Outliers:  Data point is an outlier if it is 1 1.5Q IQR   or 3 1.5Q IQR     

For data that follows  ,N   an outlier is a point more (or less) than 2   

 

Standardizing Normal data:  If  ,N   we can standardize to  0,1N   

  
by finding z-score:  
 
 
 
 

 

Standard deviation:  Measures the average distance between individual data values and their mean. 
 
 

 

 

 

 

  



Unit 2:  Two-variable (x-y) data  

Regression:   
Least-Squares Regression Line (LSRL):                                        or   
 
      r:  correlation coefficient (no units)      1 1r    

                   
y

x

s
b r

s
   (given on AP formula sheet) 

      r2:  coefficient of determination (fraction or percent of variation in y that is explained by the LSRL) 

If a line is a good fit to data, then residuals are in a random pattern (no pattern). 

If residuals display a pattern    then data is not linear and follows: 
 

 

  
 
 
                                          

 
 
Straightening non-linear data: 
 

 Exponential model  xy a
            

                  

log log

log

ay x

y a x

of x and y



           We straighten data by taking logs 

 
-or-

   

Power model  ay x   log log

log

xy a

y x a

of y only


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Unit 3:  Experiments, Studies, Biases  

Observational Study:  No treatment is imposed.                    
Experimental Study: A treatment is imposed. 
No cause/effect relationship can be concluded from an observational study.  Why not?  Correlation does not imply 
association due to possible lurking variables.   

Sampling:  Selecting a portion of a population for analysis. 
Simple Random Sample (SRS):  Each set of n individuals has an equal chance of being selected.   
Best way to obtain:  Draw names from a hat. 
Random Sample:  Each individual has an equal chance of being selected. 
Stratified Random Sample:  Population is divided into groups or strata, take SRSs from each stratum (Stratified is used 
when you expect some difference between strata and want to include some from each). 
Cluster Sample:  Population is divided into non-homogeneous groups called clusters.  SRS take from some of the clusters 
(usually clusters separated by geographic location).  (Cluster is used when you don’t expect difference between clusters, 
but want to subdivide for convenience.) 
Systematic Sample:  Employing an algorithm for selecting e.g. choose every 5th individual from a list. 
Convenience Sample:  A potentially biased sample which was taken in some way ‘convenient’ to the researchers (e.g. 
everyone who leave a particular building, researchers ask everyone in their neighborhood). 
 
Bias:  Anything which causes a sample to be not representative of the population from which it is sampled. 
Voluntary response:  Asking for volunteers instead of selecting the participants. 
Non-response:  Researchers choose the participants, but they may choose not to participate. 
Response bias:  Anything in the survey design or procedures which might induce a particular response (attractive 
interviewer, boss will find out answers, wording of survey questions) 
Undercoverage bias:  Anything which results in some portion of the population not being included in the right 
proportion (landline phones for survey, surveying only North part of city) 
 
 

 
 

 



 
 
Experiment Designs:  (Single blind, double blind – placebos aide in blinding) 
    Completely randomized                               Blocked randomized                                             Matched pair 

            
           Compare differences before and   
                            after treatment or pre vs. post test  
 
 
 
 

 
Note:  We block on differences we know about, and we randomize to take care of differences we don’t know about. 
 

 

  



Unit 4:  Probability and Data Analysis  

Distributions (Continuous variables) 
 
1) Uniform:     All events equally likely 
 

 
2) Normal:                                                
                                                   standardized:                                                  

                                                                          
 

3) Student t-distribution:                                               4) Chi-squared 2 :                                                

- More area in tails                          - Depends upon df. 
   than Normal.                  - Skewed right.                
- Depends upon               - Mode is at df-2.  
  degrees of freedom                 - Median is at df. 
- As n (df) increases,            - Lower df = higher  
   approaches a                            peak. 
   Normal distribution. 
 

Distributions (Discrete variables) 
5) Binomial:                                            Binomial Setting: 
      1) 2 outcomes                                     
  2) Probability of success does not change 
  3) Trials are independent 
  4) Fixed number of trials 
 
                   (skew depends upon p, if p=0.5 symmetric) 
                                                                 

 
 
 
 

 If 10np   Binomial distribution can be approximately by Normal distribution  , ,N where np npq      

6) Geometric:                                            Geometric Setting: 
      1) 2 outcomes                                     
  2) Probability of success does not change 
  3) Trials are independent 
  4) Non-Fixed number of trials 
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Inference 

‘Canned’ Interpretations:                                                                     

Slope of a regression line:  For each increase of 1 unit of the explanatory variable, there is an increase(decrease) of b 
units of the response variable (where b is the slope). 

Correlation Coefficient (r):  (ex:  if r=.758)  There is a moderately strong positive association between the 
 __      _(explanatory variable) and the __        _ (response variable).   

Coefficient of determination (r2):  Percentage or fraction of variation in y that is explained by the LSRL which relates the 
explanatory variable to the response variable (note: 1-r2 = % of variability in y that is left in the residuals). 

Interpretation of a Confidence Interval:  We are __% confident that the true population _     __ (mean, proportion, 
difference of means, etc.) lies within the interval (  ,  ). 

Interpretation of a Confidence Level:  If we were to repeat this study many times on many samples of size n, and 
constructed confidence intervals for each, __% of the confidence intervals would contain the true population ___. 

Conclusion of an Inference Test:  If H0 is rejected (low p): We have significant statistical evidence to conclude (HA). 
If H0 is not rejected (high p): We do not have significant statistical evidence to 
conclude (HA). 

p-value:  The probability that if H0 was true, we would observe a test statistic as far or 
further from H0.  (or:  The probability that the observed statistic value (or an even 
more extreme value) could occur if H0 was correct. 

   

Common z* values:  90%: z*=1.64,   95%: z*=1.96,   99%: z*=2.576 

How to conduct inference: 
 
   Confidence intervals:  1) Check assumptions (conditions). 
                      2) Construct Confidence Interval. 
   3) Interpret Confidence Interval in context of the problem. 
 
   Hypothesis Test:   1) State H0, HA, and Type of Test.  
   2) Check assumptions (conditions). 

   3) Conduct test, report all necessary results including significance level  .05usually   . 

   4) Report decision (p-value<  , reject H0) or (p-value> , fail to reject H0). 
   5) State conclusion in context of the problem. 

Errors: 
 
Power of test is the probability that the test correctly rejects a false 
null hypothesis (the probability that the test detects the observed 
difference if that difference is statistically significant). 
 
Increase power of a test by: 
 

Increasing n:  , , , , 1n both power         

                (but may increase cost, put more people at testing risk) 

Increasing  :  , , 1power       

  (but increases chance of a Type I error) 



 
 



Sampling distributions for regression: 

 

  

 

 



 

 


